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A B S T R A C T

The degree to which we perceive real-world objects as similar or dissimilar structures our perception and guides
categorization behavior. Here, we investigated the neural representations enabling perceived similarity using
behavioral judgments, fMRI and MEG. As different object dimensions co-occur and partly correlate, to understand
the relationship between perceived similarity and brain activity it is necessary to assess the unique role of multiple
object dimensions. We thus behaviorally assessed perceived object similarity in relation to shape, function, color
and background. We then used representational similarity analyses to relate these behavioral judgments to brain
activity. We observed a link between each object dimension and representations in visual cortex. These repre-
sentations emerged rapidly within 200ms of stimulus onset. Assessing the unique role of each object dimension
revealed partly overlapping and distributed representations: while color-related representations distinctly pre-
ceded shape-related representations both in the processing hierarchy of the ventral visual pathway and in time,
several dimensions were linked to high-level ventral visual cortex. Further analysis singled out the shape
dimension as neither fully accounted for by supra-category membership, nor a deep neural network trained on
object categorization. Together our results comprehensively characterize the relationship between perceived
similarity of key object dimensions and neural activity.
1. Introduction

Perceived similarity refers to the impression of how much one object
looks like another. It structures our conscious visual experience when
comparing and differentiating objects. It also guides behavior when
identifying novel objects by comparing them to other resembling objects
or known categories (Nosofsky, 1984; Shepard, 1987; Ashby and Perrin,
1988; Edelman, 1998).

If two objects are perceived to be similar, it could be assumed this is
because their neural representations are similar, too (Shepard and
Chipman, 1970; Edelman, 1998). However, judgments of similarity must
reflect specific perceptual dimensions: two objects sharing similar color
can have a very different shape. Thus, when comparing perceived simi-
larity to neural similarity, it is important to characterize the objects
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Previous studies used artificial 2D (Kourtzi and Kanwisher, 2001; Op

de Beeck et al., 2001; Kayaert et al., 2005; Haushofer et al., 2008;
Drucker and Aguirre, 2009; Wardle et al., 2016), 3D shapes (Op de Beeck
et al., 2008b), and faces (Rotshtein et al., 2005; Davidesco et al., 2014)
and isolated shape as an object dimension underlying the link between
perceived similarity and brain activity. However, they did not assess
other important properties that pertinently characterize everyday objects
such as function, color, or category membership. In contrast, studies
using real-world object stimuli (Edelman, 1998; Weber et al., 2009;
Connolly et al., 2012; Mur et al., 2013, 2013; Charest et al., 2014, 2014;
Peelen et al., 2014; Bankson et al., 2018) assessed the role of such
properties implicitly, but did not explicitly tease apart their respective
link between brain activity and perceived similarity.
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Here we investigated the unique link between brain activity and
different object properties. For this, we acquired behavioral assessments
of perceived similarity for object dimensions shape, color, function and
background. We then used representational similarity analysis (Krie-
geskorte, 2008; Kriegeskorte and Kievit, 2013) to establish multivariate
relationships between perceived similarity judgments to brain data
recorded using functional magnetic resonance imaging (fMRI) and
magnetoencephalography (MEG).

To further elucidate the nature of the link found for each object
dimension, we conducted two control analyses. In each, we partialled out
model RDMs that capture particular hypotheses about the nature of the
underlying link. This tests whether the hypothesis captured in the RDM
does fully capture the link between perceived similarity and brain mea-
surement, or not. First, as previous research has shown that artificial deep
neural networks (DNNs) predict behavioral assessment of perceived
similarity (Kubilius et al., 2016; Peterson et al., 2016), we investigated
13
whether DNNs account for the link between brain activity and perceived
similarity, too. Second, category membership has been found to strongly
predict perceived similarity and ventral visual cortex high-level repre-
sentations, as measured with functional Magnetic Resonance Imaging
(fMRI) of the infero-temporal cortex (IT; (Mur et al., 2013). We thus
further investigated the role of category membership in predicting the
relationship between perceived similarity and similarity of activity pat-
terns in the brain.

2. Materials and methods

2.1. Visual stimulus set

The stimulus set consisted of 118 square images of everyday objects,
each one from a different entry-level object category, on real-world
backgrounds (Fig. 1A). Images were taken from the ImageNet database
Fig. 1. Stimulus set, and behavioral
assessment. A) The stimulus set consisted of
118 images of real-world objects, each from
a different entry-level level category, clus-
tering into several supra-level categories. B)
Multiple arrangement procedures. Partici-
pants were asked to arrange images in a 2D
arena such that similar objects were put close
together, and dissimilar objects were put far
apart. C) RDM correlations within and be-
tween multiple arrangement tasks defined by
object dimension to be used for similarity
ratings. We computed the correlations be-
tween RDMs obtained from each multiple
arrangement task across subjects and either
within task and across tasks. Overall, RDM
correlations were highest within-task
(colored bars), and between-task correla-
tions were also high (gray bars). Asterisks
indicate significant correlations (all
p< 0.001, FDR-corrected), and error bars
indicate the standard error of the mean.
Perceived similarity RDMs resulting from
judging objects according to D) shape, E),
function, F) color, G) background, and freely
without detailed instructions (free arrange-
ment). The bottom row shows respective
MDS projections into two dimensions. The
columns and rows of the RDMs are arranged
based on the supra-category color codes used
in panel A. MDS solutions indicate category
membership according to the same color
code.
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and cropped to square size. The same stimulus set was used in three
separate experiments: behavioral assessment, MEG and fMRI recordings.

2.2. Behavioral ratings of perceived similarity

Five separate pools of participants (total n¼ 127, 66 female, age:
mean� s.d.¼ 28.96� 8.12 years) gave ratings on the perceived simi-
larity of object images according to one of five instructions. Participants
were asked to rate similarity by i) shape (n¼ 27) ii) function (n¼ 26), iii)
the color and (n¼ 27) iv) the background of the objects (n¼ 27), or iv)
freely without detailed instructions (n¼ 20) (i.e. ‘free arrangements’) in
a multiple arrangements (MA) task (Kriegeskorte and Mur, 2012; Charest
et al., 2014). In detail, participants were asked to arrange the images on a
computer screen inside a white circular arena by using computer mouse
drag and drop operations. For example, when participants performed the
MA task based on shape, they were instructed to place object images
closer together when they had a similar shape, and further apart when
their shape was dissimilar (Fig. 1B). The instruction followed the same
logic for all 4 MA tasks based on specific object dimensions. The MA task
based on free arrangement was different, in that it instructed participants
simply to arrange the objects based on their similarity, without specific
instructions on what dimensions to use. On the first trial of each MA task,
participants arranged all images according to the task's instructions.
Subsequent trials consisted of a subset of those objects, which were
selected based on an adaptive procedure aimed at 1) minimizing un-
certainty for all possible pairs of images (e.g. items that initially were
placed very close to each other) and 2) better approximate the
high-dimensional perceptual representational space. Often these subse-
quent trials included items that were placed close together in the initial
trial. As subsequent trials included fewer objects, this allowed partici-
pants to refine their judgements with distinctions that are more difficult
to carry in the context of the whole image set and the limited arena space.
This task can efficiently deal with large number of stimuli and obtains
reliable similarity judgments within 60min per participant (please refer
to Kriegeskorte and Mur, 2012 for further details on the adaptive selec-
tion procedure). The behavioral data was collected either in the behav-
ioral laboratory (for free arrangements) or using the Meadows web-based
platform for psychophysical experiments (http://meadows-research.com
; for all other tasks). Online participants were recruited from the Prolific
online participant pool (http://www.prolific.ac.uk). The behavioral ex-
periments were conducted according to the Declaration of Helsinki and
approved by the local Ethics Committee of the Freie Universit€at Berlin.

2.3. Neuroimaging experiments: participants and experimental design

MEG and fMRI data have been used in a previous study (Cichy et al.,
2016b). Here we provide a summary of the relevant parameters.

Participants (n¼ 15, 5 female, age: mean� s.d.¼ 26.6� 5.18 years)
took part in an fMRI and MEG experiment. These participants were
distinct from the participants that took part in the behavioral experi-
ments. All participants were healthy and right handed with normal or
corrected-to-normal vision. The stimulus set used in the neuroimaging
experiments was identical to the one used in the behavioral experiments.
In both the fMRI and MEG experiments, images were presented for
500ms at the center of a screen (image width and height: 4.0� of visual
angle). A gray fixation cross was shown in the middle of the screen
throughout the experiment. Further presentation parameters were
adjusted to the specific requirements of each imaging technique.

In the MEG experiment, each participant completed one session
consisting of 15 runs of 314 s duration each. In each run, every object
image was shown twice, with random condition order and a trial onset
asynchrony of 0.9–1.0 s. Participants were instructed to respond with an
eye blink and a button press to the image of a paper clip shown randomly
every 3–5 trials (average¼ 4 s). Participants were instructed not to blink
their eyes at any other times.

In the fMRI experiment, each participant completed two sessions of
14
9–11 runs of 486 s duration each. In each run, every object image was
shown once, and condition order was randomized with an inter-trial
interval of 3 s. In addition, 39 null trials (gray background) were inter-
spersed randomly during which only a gray background was presented.
Participants were instructed to respond to a change in luminance of the
fixation cross with a button press.

2.4. MEG acquisition and preprocessing

MEG signals were recorded with a sampling rate of 1 kHz from 306
channels (204 planar gradiometers, 102 magnetometers, Elekta Neuro-
mag TRIUX, Elekta, Stockholm). Data were filtered online between 0.03
and 330Hz. We applied temporal source space separation (maxfilter
software, Elekta, Stockholm (Taulu et al., 2004; Taulu and Simola,
2006)) before further analyzing the data with the Brainstorm software
(Tadel et al., 2011). The data were epoched from �100 ms to þ1000 ms
with respect to the onset of each trial.

We baseline corrected each trial by subtracting the pre-onset period
average from every other point, and smoothed data with a 20-ms sliding
window. This resulted in 30 trials for each condition, session, and
participant. Following current preprocessing recommendation for
multivariate analysis of MEG data (Guggenmos et al., 2018), we
noise-normalized MEG data. For this we calculated covariance matrices
based on sensor activation patterns of 30 trials, for each condition and
time point separately. We then (i) averaged all covariance matrices, (ii)
inverted the mean covariance matrix including shrinkage (Ledoit and
Wolf, 2004), and (iii) multiplied MEG data for each condition, trial and
time point with the inverted covariance matrix.

2.5. fMRI acquisition, preprocessing and analysis

MRI data was acquired using a 3 T TIM Trio scanner (Siemens,
Erlangen, Germany) with a 32-channel head coil. Structural images were
acquired using a standard T1-weighted sequence (192 sagittal slices,
FOV¼ 256mm2, TR¼ 1900ms, TE¼ 2.52ms, flip angle¼ 9�). Func-
tional images covering the entire cortex were acquired in runs of 648 vol
using a gradient-echo EPI sequence (TR¼ 750ms, TE¼ 30ms, flip
angle¼ 61�, FOV read¼ 192mm, FOV phase¼ 100% with a partial
fraction of 6/8, through-plane acceleration factor 3, bandwidth 1816Hz/
Px, resolution¼ 3mm3, slice gap 20%, slices¼ 33, ascending
acquisition).

We processed fMRI data using SPM8 (http://www.fil.ion.ucl.ac.
uk/spm) for each participant separately. We realigned and co-
registered fMRI data to the T1 structural scan before normalizing it to
the standard MNI template. We estimated condition-specific responses
using a general linear model (GLM), consisting of regressors of interest
based on condition-specific image onsets convolved with a hemodynamic
response function, and nuisance regressors based on movement param-
eters. The estimated condition-specific GLM parameters were converted
to t-values by contrasting each condition estimate against the implicitly
modeled baseline. For each subject, this resulted in 118 condition-
specific t-value maps.

To analyze fMRI data in a spatially unbiased fashion, we performed a
volumetric searchlight analysis in each participant separately (Haynes
and Rees, 2005; Kriegeskorte et al., 2006). For each voxel v, we extracted
condition-specific t-value patterns in a sphere centred at vwith a radius of
4 voxels (searchlight at v) and arranged them into fMRI t-value pattern
vectors for further representational similarity analysis (described below).

2.6. DNN architecture and training

To investigate the degree to which an artificial deep neural network
(DNN) trained on object categorization accounts for the link between
patterns of brain activity and perceived similarity, we evaluated a DNN
used in a previous publication (Cichy et al., 2016a) that is freely available
(http://brainmodels.csail.mit.edu/object_dnn.tar.gz). In detail, the DNN
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had an architecture identical to the network used by Krizhevsky et al.
(2012). It consisted of 8 layers: the first five layers were convolutional,
the remaining three layers were fully connected. Layers 1 and 2 had three
stages: convolution, max pooling and normalization, layers 3–5 had a
convolution stage only. The number of units and features are enumerated
in Supplementary Table 2. The training of the DNN was carried out as
follows. We trained the DNN on 900k images in 683 different object
classes from the ImageNet database with roughly equal number of images
per category (~1300). The training was done on a GPU using the Caffe
toolbox (http://caffe.berkeleyvision.org/) with the following learning
parameters: the DNN was trained for 450k iterations, with the initial
learning rate set to 0.01 and a step multiple of 0.1 every 100k iterations.
The momentum and weight decay were fixed at 0.9 and 0.0005
respectively.

2.7. Representational similarity analysis (RSA) links brain data to
perceived similarity ratings

Brain imaging data and perceived similarity ratings were acquired in
different multivariate measurement spaces: perceived similarity ratings
provided coordinates in 2D areas, MEG yielded sensor activation pat-
terns, and fMRI provided voxel activation patterns in searchlights. The
difference in the nature of measurement spaces necessitates additional
steps to make data comparable. One way to do so is representational
similarity analysis (RSA) (Kriegeskorte, 2008; Kriegeskorte and Kievit,
2013). The basic idea is that if two objects are perceived as similar, and
also evoke similar brain activation patterns, then the brain activation
patterns and the perception are to be linked. Formally, pairwise simi-
larities (or equivalently: dissimilarities) for a measurement space are
ordered in matrices, called representational dissimilarity matrices
(RDM), indexed in rows and columns by the compared conditions (here
of size 118� 118 due to the 118 object categories). RDMs are then
compared using correlation to establish links between measurement
spaces.

An extension of the RSA framework allows further to investigate the
importance of factors hypothesized to be important for the established
relationship. For this, in the process of correlating one RDM to another, a
single RDM or a set of RDMs that models the factor is partialled out. If the
partialling out does not abolish the link, this indicates that it cannot be
fully explained by the hypothesized factor.

Below we first explicate how RDMs were calculated for (i) fMRI, (ii)
MEG, (iii) perceived similarity ratings and (iv) model RDMs for partial
correlation RSA of two kinds: a DNN RDM that captures how a deep
neural network trained on object categorization processes the stimulus
set, and a supra-category RDM that captures category relations. We then
give the details of single analyses using RSA.

2.7.1. Construction of perceived similarity rating RDMs
For a given participant and a given task instruction, we reconstructed

a similarity rating RDM from the partial RDMs obtained in each trial of
the multiple arrangement task. As described above, on the first trial, all
objects are arranged by the participant in the circular arena. In subse-
quent trials, a “lift the weakest” adaptive selection procedure defines a
subset of images to present. This procedure utilizes the current infor-
mation across pairs of objects and samples image subsets for subsequent
trials in order to maximize the dissimilarity information across all pairs
over the course of the experiment and reflect the multidimensional na-
ture of perceived similarity. These subsequent trials, for which a subset of
the objects is arranged, provide partial RDMs. The partial RDMs are
combined by estimating each dissimilarity as a weighted average of the
scale-adjusted distances in the arrangements in which an item pair was
included. The complete algorithm for this “weighted average of itera-
tively scaled-to-match subset dissimilarity matrices” has been detailed
previously (Kriegeskorte and Mur, 2012). This combining of the partial
RDMs leads to a full RDM, indexed in rows and columns by the compared
conditions (118� 118).
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2.7.2. Construction of fMRI RDMs
For each searchlight, we compared the dissimilarity between fMRI

pattern vectors by calculating 1 minus Pearson's R for each pair of con-
ditions, resulting in a 118� 118 fMRI representational dissimilarity
matrix (fMRI RDM). These RDMs were symmetric across the diagonal,
and entries were bounded between 0 (no dissimilarity) and 2 (complete
dissimilarity). The choice of Pearson's R as dissimilarity measure is cur-
rent standard in the field, and Pearson's Rwas found to be a measure that
reliably characterizes similarity relations in fMRI data (Walther et al.,
2016).

2.7.3. Construction of MEG RDMs
To calculate similarity relations between condition-specific MEG

sensor patterns, we first averaged the noise-normalized MEG data for
each condition across trials, resulting in one noise-normalized activation
pattern per time point and condition. Then, for each time point, we
calculated the Euclidean distance pairwise for all pairs of conditions, and
assigned it to a matrix of size 118� 118, with rows and columns indexed
by the conditions compared. The matrix was symmetric and unbounded.
This procedure yielded one 118� 118 matrix of Euclidean distances for
every time-point, and we refer to it as the MEG representational
dissimilarity matrix (MEG RDM). The choice of Euclidean distance as a
dissimilarity measure was based on recent recommendations for RSA on
MEG data (Guggenmos et al., 2018).

2.7.4. Construction of DNN RDMs
We used the last processing stage of each DNN layer to build layer-

specific RDMs. In detail, we determined the activation pattern across
all units in a given layer for each image of the stimulus set. For each layer
separately, we calculated dissimilarity (1 - Spearman's R) for all
condition-specific activation values. In total, this resulted in 8 layer-
specific DNN RDMs. The DNN RDM is symmetric across the diagonal
and bounded between 0 (no dissimilarity) and 2 (complete dissimilarity).

2.7.5. Construction of supra-category RDMs
While the stimulus set was designed such that every object was from a

different entry-level category, as expected for any larger set of objects,
multiple objects fell into supra-level categories (e.g. a bear and a dog are
different categories, but they are both animate). To investigate the role of
supra-category membership in the link between brain activity and
perceived similarity ratings, we assessed the supra-category structure of
the stimulus set and captured it in supra-category model RDMs.

We identified the following supra-level categories in the stimulus set,
guided by semantic divisions in the organization of object knowledge in
the human brain observed in neuropsychological research (Warrington
and Shallice, 1984; Hart et al., 1985; Damasio, 1990; Martin et al., 1996;
Caramazza and Mahon, 2003; Mahon and Caramazza, 2009). Two raters
performed category classification independently and discussed unclear
cases until consensus was reached with the following results: animate
objects (27), and inanimate objects (91), where inanimate are further
subdivided into tools (21), food (18), music instruments (9), means of
transport (9), electric appliance (11), balls (6), furniture (4) and
miscellaneous (14).

To assess the effect of supra-category in model RDMs, we constructed
RDMs that model the hypothesis of mean distance differences between
subdivisions in two ways. First, for each of the 10 subdivisions, we
defined one model RDM that captures the mean effects within each sub-
division. For this RDM, matrix elements defined by the relevant subdi-
vision were set to 1 (e.g. for within animate: all matrix elements defined
by animate objects), and 0 otherwise. Second, for all possible pairs of
subdivision comparisons (45), we defined an RDM that captured the
mean effect between subdivisions. Again, for this model RDM, matrix
elements defined by the relevant subdivision were set to 1 (e.g. for
animate vs inanimate: all matrix elements defined by one animate and
one inanimate object), and 0 otherwise. In total, this resulted in 55model
RDMs (10 within subdivision RDMs, plus 45 between subdivision RDMs

http://caffe.berkeleyvision.org/


Fig. 2. Location of representations underlying perceived similarity in the
human brain. A) Procedure. We used a spatially unbiased searchlight proced-
ure to localize neural representations underlying perceived similarity. For every
voxel in the brain, we extracted the activation patterns for the 118 object images
in a sphere around the voxel (symbolized by orange circle). We calculated
searchlight-specific fMRI RDMs from those patterns. We then correlated
(Spearman's R) the fMRI RDMs with the perceived similarity RDMs. The results
of relating fMRI activation patterns to perceived similarity according to B)
shape, C) function, D) color, E) background and F) in free arrangement. There
was a significant relationship between fMRI activation patterns and perceived
similarity for all object dimensions (n¼ 15, sign-rank test, cluster-definition
threshold p < 0.001, cluster size threshold p < 0.05 Bonferroni corrected by
number of object dimensions assessed (5); results are overlaid on axial slices of a
standard T1 in MNI space). G) Visualization of ventral and dorsal regions from a
probabilistic atlas (Wang et al., 2015).
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for all between supra-category pairs ((10*10)-10)/2 ¼ 45).

2.8. RSA using correlation and partial correlation

2.8.1. Relating brain data to perceived similarity by RSA
All analyses using RSA were conducted independently for each MEG

or fMRI participant. We first extracted the lower triangular part of each
RDM – excluding the diagonal (Ritchie et al., 2017) – and vectorized
them. Second, we correlated each behavioral RDM with the fMRI RDMs
(Fig. 2A) and MEG RDMs (Fig, 5A), using Spearman's R. For each
dimension of perceived similarity, for each fMRI participant (n¼ 15) this
yielded a 3D correlation map revealing locations in the brain where
perceived similarity ratings and brain activity were related. Similarly, for
every MEG participant (n¼ 15), the correlation with the
temporally-resolved MEG RDMs yielded one time course indicating the
time points during which perceived similarity ratings and brain activity
were related. Finally, participant-specific 3D maps and time courses were
analyzed statistically.

2.8.2. Partial correlation analyses
We conducted five types of partial correlation analyses correlating

brain data RDMs (MEG, fMRI) with a particular similarity rating RDM to
characterize the link between perceived similarity and brain activation
patterns comprehensively. First, assessing each similarity rating dimen-
sion in turn, we partialled out all other similarity rating RDMs (Figs. 3A
and 5A). This analysis revealed the unique relationship between brain
activation and a given dimension of perceived similarity. Second, we
partialled out supra-category RDMs (M¼ 55, where M is the number of
RDMs partialled out; Figs. 4A and 6A), revealing the relationship be-
tween brain activation and perceived similarity not accounted for by
supra-category membership. Third, we partialled out layer-specific DNN
RDM (M¼ 8; Figs. 4C and 7C). This revealed the relationship between
brain activation and perceived similarity not accounted by features of the
DNN. Fourth, motivated by previous research showing that a combina-
tion of category effects and DNN features best explains brain activity in
the cortical region (IT) believed to be strongly related to perceived
similarity (Khaligh-Razavi and Kriegeskorte, 2014), we partialled out the
effect of supra-category RDMs and DNN RDMs together
(M ¼ 55 þ 8 ¼ 63; Figs. 4F and 7E). Fifth, we investigated the rela-
tionship between brain activation and perceived similarity that is unique
to a particular dimension of perceived similarity and not accounted for by
either supra-category membership or DNN features. For this, assessing
each similarity rating dimension in turn, we partialled out all other
similarity rating RDMs, supra-category RDMs and DNN RDMs
(M ¼ 4 þ 55þ8 ¼ 67; Figs. 4H and 7G).

2.9. Statistical testing

Results were tested for statistical significance using one-sided sign
permutation tests. In short, we randomly flipped the sign (10,000 per-
mutation samples) of subject-specific data (i.e., 3D fMRI correlationmaps
or MEG time courses) to determine an empirical distribution on the basis
of which we determined significant effects at a threshold of P < 0.05 for
MEG and P < 0.001 for fMRI. Next, we used maximum weighted cluster
size inference (i.e., the sum of all values in a cluster) with a cluster extent
threshold of P < 0.05 (Nichols and Holmes, 2002; Pantazis et al., 2005;
Cichy et al., 2014). This procedure effectively controls for multiple
comparisons in cases where neighboring tests have a meaningful struc-
ture, i.e. neighboring voxels in the searchlight analysis and neighboring
time points in the MEG analysis, respectively. The cluster-extent
threshold was Bonferroni-corrected for multiple comparisons by the
number of object dimensions investigated.

To provide estimates of the accuracy of peak latency in MEG RSA
results and in peak latency differences between MEG RSA results, we
bootstrapped the pool of subjects (1000 bootstraps) and calculated the
95% confidence intervals of the sampled bootstrapped distribution.
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Finally, to test peak latency differences for statistical significance, we
determined p-values based on the bootstrap distribution. Results are re-
ported as significant with p < 0.05, FDR corrected for multiple
comparisons.

3. Results

3.1. Behavioral assessment of perceived similarity

We assessed perceived similarity through a multiple arrangement
similarity rating task (Fig. 1B) (Kriegeskorte and Mur, 2012) on a set of
118 everyday object stimuli (Fig. 1A) presented on real-world back-
grounds. While each stimulus was from a different entry level category
(Rosch et al., 1976), as expected for any sizable number of natural ob-
jects, our stimulus set consisted of several supra-level categorical



Fig. 3. Location of representations related uniquely to a particular
dimension of perceived similarity. A) Procedure. We adapted the searchlight
procedure for a partial correlation analysis. We compared (Spearman's R) the
fMRI RDMs with a perceived similarity RDM for a particular object dimension
(e.g. shape) while partialling out the RDMs for all other object dimensions.
Significant results were found for B) shape, C) color, D) background and E) free
arrangement (n¼ 15, sign-rank test, cluster-definition threshold p < 0.001,
cluster size threshold p < 0.05 Bonferroni corrected for number of object di-
mensions assessed (5); results are overlaid on axial slices of a standard T1 in
MNI space). F) Visualization of ventral and dorsal regions from a probabilistic
atlas (Wang et al., 2015).
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divisions: animals (27), tools (21), food (18), electric appliances (11),
music instruments (9), means of transport (9), balls (6), furniture (4) and
miscellaneous (14).

By necessity, similarity is defined with respect to the dimensions the
similarity judgment is based on: for example, two object images might be
similar according to one dimension, e.g. color, but dissimilar according to
another dimension, e.g. function. However, in real-world objects
different properties often concur, e.g. many objects that have similar
function have similar shapes. Thus, it is important to assess the degree to
17
which different object properties both uniquely and in common deter-
mine perceived similarity. Here, we investigated the perceived similarity
of the stimulus set along four pertinent dimensions of real-world objects:
i) shape, ii) function, ii) color and iv) background of the object. As any list
of properties is unlikely to be exhaustive, to capture other properties we
also evaluated perceived similarity by free arrangement, i.e. without
giving explicit instructions about which dimensions to use. The rationale
is that when participants judge similarity of objects holistically rather
than according to a particular property, their similarity judgments reflect
the influence of a mixture of object properties in different, unknown
proportions. Thus, in total five separate sets of participants (n¼ 127)
were asked to judge object image similarity.

This resulted in one perceived similarity representational dissimi-
larity matrix (RDM) per participant and object dimension, summarizing
the pairwise perceived similarity for all condition pairs. The RDMs
averaged across participants are shown in Fig. 1C–G. To visualize the
main structure in the RDMs, we used multidimensional scaling (MDS)
(Kruskal and Wish, 1978; Shepard, 1980). The MDS solutions in two
dimensions are plotted below the RDMs (Fig. 1D–H). Visual inspection
revealed commonalities and differences in perceived similarity across
investigated dimensions. For example, in all cases animate object im-
ages were perceived to be different from all other objects, but more so
when judging freely or according to the shape or function of objects. To
quantify the similarity of perceived similarity ratings and their
respective reliability, we calculated the correlation (Spearman's R) be-
tween and within the five similarity RDMs (Fig. 1C; all values in Sup-
plementary Table 1). We found that RDM correlations were highest
within task as expected, indicating the reliability of perceived similarity
across subjects. Further, all similarity ratings were significantly posi-
tively correlated (sign-rank test, all p < 0.05, FDR-corrected). The most
strongly correlated RDMs were ‘free arrangement’ and ‘function’
(R¼ 0.19� 0.016), and the least correlated were ‘color’ and ‘shape’
(R¼ 0.024� 0.0024). An analysis of the coefficient of determinations
further revealed that all investigated factors accounted for significant
variance, and that function strongly dominated (Supplementary Fig. 1).
Together, this comparison quantifies the intuition that while perceived
similarity depends on the dimension of the objects judged, in real-world
stimuli many dimensions - to varying degrees - concurrently determine
perceived similarity.

The behavioral assessment forms the basis for investigation of the link
between perceived similarity and neural representations resolved in
space and time using fMRI and MEG respectively.
3.2. Representations in ventral visual cortex underlie perceived similarity
for all object dimensions

To localize the neural representations underlying perceived similar-
ity, we recorded fMRI data while participants viewed the stimulus set.
We then related perceived similarity ratings and fMRI data using repre-
sentational similarity analysis (RSA) (Kriegeskorte, 2008; Kriegeskorte
and Kievit, 2013) in a searchlight analysis (Haynes and Rees, 2005;
Kriegeskorte et al., 2006) (Fig. 2A). Conducted for each object dimension
separately, this resulted in 3D maps indicating where in the brain local
fMRI activity patterns are representationally correspondent to perceived
similarity.

We found a significant relationship between fMRI activation patterns
and perceived similarity for all object dimensions (Fig. 2B–F). Significant
results were found in large patches across ventral and dorsal visual
stream, with highest values in high-level ventral visual cortex for all
assessed object dimensions. This result further tightens the link between
high-level ventral visual cortex and perceived similarity of objects.
Further, it extends previous studies that investigated this link using shape
or free arrangements to other dimensions of perceived similarity. Finally,
it forms a solid basis for more specific analyses of the nature of the link
below.



Fig. 4. Supra-category membership and a
DNN do not fully account for the link
between perceived similarity and brain
activity measured with fMRI. In the partial
correlation framework, we compared
(Spearman's R) the fMRI RDMs with each
perceived similarity RDM while partialling
out RDMs capturing A) supra-category level
effects (results in B), C) layer-specific DNN
RDMs (results in D,E), F) supra-level cate-
gory effects and layer-specific DNN RDMs in
combination (results in G), as well as H) as F
and all other perceived similarity RDMs (re-
sults in I). No investigated factor fully
accounted for the link between perceived
similarity by shape and brain activity
measured with fMRI. In addition, DNN RDMs
did fully account for the perceived similarity
by free arrangement and brain activity link
(n¼ 15, sign-rank test, cluster-definition
threshold p < 0.001, cluster size threshold
p < 0.05 Bonferroni corrected by number of
object dimensions assessed (5); results are
overlaid on axial slices of a standard T1 in
MNI space). J) Visualization of ventral and
dorsal regions from a probabilistic atlas
(Wang et al., 2015).
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3.2.1. Representations underlying perceived similarity unique to particular
object dimensions are distributed and partly overlapping

Behavioral assessment revealed positive correlations between
perceived similarity ratings for different object dimensions (Fig. 1C, gray
bars). This raises the question to what degree the observed relationship
between the different dimensions of perceived similarity and brain ac-
tivity is due to aspects common to all object dimensions, or to aspects
unique to a particular dimension. To reveal the unique aspects of the
relationship we used a partial correlation analysis (Fig. 3A): correlating
fMRI RDMs to a particular perceived similarity RDMs we partialled out
the effect of all other perceived similarity RDMs. This analysis controls
for the effect of the partialled out factor on the relationship between
perceived similarity and brain activity.

This partial correlation analysis revealed a positive correlation be-
tween representations in ventral visual cortex and perceived similarity
for all dimensions, except function (Fig. 3B–E). The strongest correlation
for shape, background and free arrangements was consistently found in
ventral-medial and lateral-occipital cortex. This result demonstrates that
overlapping representations in high-level ventral visual cortex account
for aspects of perceived similarity that are unique to specific object di-
mensions. In contrast, the strongest correlation for color was found in
posterior occipital cortex. This indicates that different brain regions un-
derlie the perceived similarity of objects for other stimulus dimensions,
suggesting a partly distributed representational scheme. Together, these
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results reveal a partially overlapping and distributed representational
scheme underlying the perceived similarity of objects.

3.2.2. Supra-category membership and a deep neural network (DNN) only
partially account for the brain-perceived similarity link

The hypothesis that supra-category membership might be relevant is
prompted by the observation that objects belonging to different cate-
gories are behaviorally judged to be different, and tend to evoke different
brain responses (Rosch et al., 1976; Caramazza and Mahon, 2003;
Grill-Spector and Malach, 2004; Op de Beeck et al., 2008a). In particular,
Mur et al. (2013) highlighted the role of category membership in ac-
counting for the relation between activation patterns in inferior temporal
cortex IT and perceived similarity of freely arranged objects.

The hypothesis that deep neural networks (DNNs) trained on object
classification might account for the observed relationship between
brain activity and perceived similarity is motivated by the combination
of two recent findings. First, DNNs predict visual object-related brain
activity better than any previous model class (Khaligh-Razavi and
Kriegeskorte, 2014; Yamins et al., 2014; Güçlü and Gerven, 2015; Cichy
et al., 2016a). Second, DNNs predict human similarity ratings better
than other models, too (Kubilius et al., 2016). If DNNs explain both
perceived similarity and a cortical region strongly implicated in un-
derlying perceived similarity, they might also account for the link be-
tween the two observed here.



Fig. 5. The temporal evolution of neural representations underlying
perceived similarity. A) Procedure. Using a time-resolved scheme, for every
millisecond from �100 to þ1000 ms with respect to image onset we calculated a
RDM from MEG sensor activation patterns. We then compared (Spearman's R)
the MEG RDMs with the perceived similarity RDMs (e.g. shape). B) Results. We
found a significant relationship between MEG sensor activation patterns and
perceived similarity for all dimensions. Significant time points are indicated by
lines above result curves (n¼ 15, sign-rank test, cluster-definition threshold P <

0.05, cluster size threshold P < 0.05, Bonferroni corrected for multiple com-
parisons (5)). Peak latencies with 95% confidence intervals are listed
in Table 1A.

Fig. 6. The temporal evolution of neural representations related uniquely
to a particular object dimension. A) Procedure. We adapted the time-resolved
RSA procedure to a partial correlation analysis. We compared (Spearman's R)
the MEG RDMs with a perceived similarity RDM for a particular object
dimension (e.g. shape) while partialling out the RDMs for all other object di-
mensions. B) Results. There was a significant relationship between MEG sensor
activation patterns and perceived similarity for shape, color and free arrange-
ment. Significant time points are indicated by lines above result curves (n¼ 15,
sign-rank test, cluster-definition threshold p < 0.05, cluster size threshold p <

0.05 Bonferroni corrected for multiple comparisons (5)). Peak latencies with
95% confidence intervals are listed in Table 1B.
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To better understand the link between brain and behavior, we used
the partial correlation variant of RSA, partialling out RDMs capturing
supra-category membership (Fig. 4A) or DNN RDMs constructed from
layer-specific DNN activations to the stimulus set (Fig. 4C). We found that
supra-category membership accounted for the correlation between fMRI
activation patterns in high-level ventral visual cortex and perceived
similarity for all dimensions, with the exception of shape (Fig. 4B).
Further, DNN features did account for the correlation with all object
dimensions, with the exception of shape (Fig. 4D) and free arrangement
(Fig. 4E).

While supra-category membership or features of a DNN might not
fully account for the correlation between perceived similarity and neural
representations as measured with fMRI, they might do so when combined
(Khaligh-Razavi and Kriegeskorte, 2014). A partial-correlation analysis
partialling out both factors (Fig. 4F) revealed that they did not fully ac-
count for the link between high-level ventral visual cortex and perceived
similarity link for the shape dimension (Fig. 6B) either.

Finally, we investigated whether this result also held when consid-
ering the correlation between visual representations measured with fMRI
and similarity ratings unique to the dimension of object shape. For this,
we partialled out the effect of supra-category, DNN features, and all other
perceived object dimensions combined (Fig. 4H). The results revealed a
significant effect for shape (Fig. 4I) and high-level ventral visual cortex,
demonstrating that none of the investigated factors fully accounted for
the brain-perceived similarity link.

Together, out results are fourfold: i) they highlight the role of cate-
gory membership in mediating the relationship between brain responses
measured with fMRI and perceived similarity; ii) they show that DNNs
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account well but incompletely for the link, too; iii) they reinforce the
tight link between perceived similarity and high-level ventral visual
cortex; and iv) they single out shape as an object dimension whose link to
the brain can only partially be explained by the factors investigated here..
3.3. Neural representations related to perceived similarity emerge rapidly
for dimensions of perceived similarity

To reveal the temporal emergence of neural representations under-
lying perceived similarity we recorded MEG data while participants
viewed the stimulus set. We then used RSA to relate each dimension of
perceived similarity to MEG sensor activation patterns at each time point
(Carlson et al., 2013a; Cichy et al., 2014) (Fig. 2A). Note that all
following analyses are of analogous rationaly to the fMRI analyses pre-
sented before.

We found a significant correlation betweenMEG RDMs and perceived
similarity RDMs for all dimensions (Fig. 5B). The correlations emerged
rapidly, peaking earlier than 200ms for all dimensions (see Table 1A for
peak latencies and 95% confidence intervals). This extends previous
work revealing the temporal evolution of perceived similarity



Fig. 7. The role of supra-category mem-
bership and ability of DNN features to
account for the link between perceived
similarity and brain activity measured
with MEG. A) Procedure. In the partial cor-
relation framework, we compared (Spear-
man's R) the fMRI RDMs with each perceived
similarity RDM while partialling out RDMs
capturing A) supra-category level effects
(results in B), C) layer-specific DNN RDMs
(results in D), E) supra-level category effects
and layer-specific DNN RDMs in combination
(results in F), as well as G) as E and all other
perceived similarity RDMs (results in H).
Significant time points (n¼ 15, sign-rank
test, cluster-definition threshold p < 0.05,
cluster size threshold p < 0.05 Bonferroni
corrected for multiple comparisons (5 for
B,D; 3 for F,H) are indicated by lines above
the result curves. Peak latencies with 95%
confidence intervals are listed in Table 1C–F.
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representations of synthetic low-level stimuli (Wardle et al., 2016) to
complex real-world shapes and a wider set of object dimensions.

3.3.1. Neural representations uniquely related to a dimension of perceived
similarity emerge with distinct dynamics

To reveal the unique aspects of the relationship between perceived
similarity RDMs and visual representations measured with MEG we used a
partial correlation analysis (Fig. 6A): correlating MEG RDMs to each
perceived similarity RDM, we partialled out all other perceived similarity
RDMs. This analysis revealed a relationship between visual representations
and object dimensions shape and color, and free arrangement (Fig. 6B).

The analogous fMRI analysis (Fig. 3) suggested that representations in
different brain regions account for the relationship between perceived
similarity for shape and color: brain regions related to perceived simi-
larity of shape were anterior to those related to color (Fig. 3B and C). If
the temporal order with which visual representations emerge is analo-
gous to the order of hierarchical processing stages in the ventral visual
system, the relations between perceived similarity and MEG sensor
activation patterns should emerge earlier for color than for shape. We
tested this prediction by comparing peak latencies (color: 86ms
20
(82–117); shape: 188ms (183–202)) and found a significant difference
(n¼ 15, P¼ 0.0057, bootstrap test; other peak latencies not significant at
P < 0.05 Bonferroni corrected; Table 1B for all peak latencies and 95%
confidence intervals).

Together, these results unravel the temporal dynamics with which
representations uniquely related to particular object dimensions emerge
in the human visual system. In particular, they show that these dynamics
are different for different object dimensions, with color-related repre-
sentations emerging before shape-related representations.

3.3.2. Neither supra-category membership nor a deep neural network (DNN)
fully account for the brain - perceived similarity relation

Analogous to the fMRI-based analysis, we investigated whether supra-
category membership or a deep neural network trained on object catego-
rization accounted for the established link between visual representations
measured with MEG and perceived similarity. For this we partialled out
RDMs capturing supra-category membership (Fig. 7A) or DNN RDMs
(Fig. 4C). We found that supra-category membership did not account for
the link fully for any object dimension (Fig. 7B). This result contrasts with
the fMRI-based analysis (Fig. 4), where supra-level category membership



Table 1
Peak latencies of RSA results relating perceived similarity RDMs with MEG
RDMs. RSA relating MEG to A) perceived similarity rating RDMs. B) perceived
similarity while partialling out the RDMs for all other perceived object dimension
RDMs, C) perceived similarity ratings partialling out DNN RDMs, D) perceived
similarity ratings partialling out supra-category RDMs, E) perceived similarity
ratings partialling out both supra-category RDMs and DNN RDMs, F) to perceived
similarity ratings partialling out the RDMs for all other perceived object di-
mensions, DNN RDMs and supra-category RDMs. The numbers are means across
participants with 95% confidence intervals (10,000 bootstraps of the participant
pool) in parentheses.

Object dimension Peak (ms)

A) MEG-to-perceived similarity rating RSA
Background 119 (114–191)
Color 89 (83–130)
Function 183 (168–235)
Free Arrangement 180 (119–188)
Shape 185 (181–191)
B) MEG-to-perceived similarity rating RSA unique to object dimension
Free arrangement 108 (105–405)
Shape 188 (183–202)
Color 86 (82–117)
C) MEG-to-perceived similarity rating RSA partialling out supra-category RDMs
Background 120 (114–132)
Color 89 (84–133)
Function 124 (88–365)
Free Arrangement 114 (106–315)
Shape 185 (178–221)
D) MEG-to-perceived similarity rating RSA partialling out DNN RDMs
Free arrangement 145 (124–278)
Shape 188 (184–199)
Function 150 (131–355)
E) MEG-to-perceived similarity rating RSA partialling out DNN& supra-category RDMs
Free arrangement 317 (75–364)
Shape 188 (183–300)
Function 83 (74–370)
F) MEG-to-perceived similarity rating RSA unique to particular object dimension
partialling out DNN & supra-category RDMs

Shape 185 (179–300)
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accounted for all links between brain activity and perceived similarity
except for shape. This result demonstrates the complementary nature of
different brain imaging modalities in revealing how neural activity un-
derlies cognitive phenomena such as perceived similarity, and highlights
the sensitivity of multivariate analysis onMEG data. Further, DNN features
did not fully account for the link for object dimensions shape and function,
and in free arrangement (Fig. 7D). This shows that while DNNs are the
computational model class best explaining brain activity as measured with
MEG during object vision (Cichy et al., 2016a), they do not fully account
for the relation between brain activity and perceived similarity along
several fundamental object dimensions.

To investigate whether supra-category effects and the DNN together
account for the link between visual representations and perceived simi-
larity, we partialled out supra-category membership and DNN RDMs in
combination (Fig. 7E). This analysis revealed significant effects for shape,
function and in free arrangement (Fig. 7E), similar to the analysis par-
tialling out the DNN alone.

Finally, we determined whether this result also held when consid-
ering the link between visual representations measured with MEG and
similarity ratings unique to the dimension of object shape. For this we
partialling out the effect of supra-category, DNN features and all other
perceived object dimensions except the one at hand in combination
(Fig. 4F). We found a significant relationship for shape (Fig. 4G).

Together, our results are threefold: i) they show a weaker role of
category membership in mediating the link between perceived similarity
and visual representations when the latter are measured with MEG rather
than fMRI; ii) they show that DNNs account well but not fully for the link;
and iii) concurrent with the fMRI-based analysis they single out shape as
an object dimension whose link to the brain remains unexplained by the
investigated factor here.
21
4. Discussion

4.1. Summary

In this study, we investigated the relation between perceived simi-
larity of everyday objects and neural representations measured with fMRI
and MEG. We found a tight link between perceived similarity and rep-
resentations in visual cortex and identified the rapid time course with
which those representations emerge. By assessing the unique relationship
between brain activity patterns and the perceived similarity of the object
dimensions shape, function, color, and background, we revealed a partly
overlapping and distributed representational scheme: While color-
related representations were related to earlier processing stages than
shape-related representations considering both fMRI and MEG data,
several dimensions were linked to high-level ventral visual cortex.
Finally, supra-level category membership and a DNN trained to catego-
rize objects accounted only for part of the observed relationship between
brain activity and perceived similarity.

4.2. A distributed and partially overlapping representational scheme
underlies perceived similarity of everyday objects

A novel contribution of our study is the discovery of a partially
overlapping and distributed representational code for different di-
mensions of perceived similarity. Neural representations were over-
lapping in space and time, in that i) for object dimensions shape,
background and those assessed in free arrangement, representations
were co-localized in high-level ventral visual cortex, and ii) for shape and
free arrangement exhibited similar temporal dynamics. Neural repre-
sentations were distributed, in that representations of perceived color
similarity preceded representations of perceived shape similarity both in
the processing hierarchy of the ventral visual pathway and in time.

The current study builds on previous research linking perceived
similarity and brain activity, using three innovative methodological
components. First, previous studies accessed the role of single di-
mensions of similarity (e.g. shape) (Kourtzi and Kanwisher, 2001; Op de
Beeck et al., 2001, 2008b; Kayaert et al., 2005; Haushofer et al., 2008;
Drucker and Aguirre, 2009), or all dimensions together implicitly when
assessing free arrangements (Edelman, 1998; Rotshtein et al., 2005;
Weber et al., 2009; Connolly et al., 2012; Mur et al., 2013, 2013; Davi-
desco et al., 2014; Peelen et al., 2014; Bankson et al., 2018). Here, we
assessed the unique role of multiple dimensions of similarity explicitly.
Second, we extended fMRI analysis from a region-of-interest (Mur et al.,
2013) to a searchlight-based approach (Connolly et al., 2012; Groen
et al., 2018), allowing for spatially unbiased analysis. Finally, we
extended the analysis of the temporal emergence of visual representa-
tions underlying perceived similarity from artificial shapes to real-world
objects (Wardle et al., 2016).

Our results have implications for our understanding of the general
representational scheme of the ventral visual system and its role in visual
perception. For one, by showing that partly distributed and overlapping
representations underlie our subjective perception of the visual world,
our results support the notion that distributed object representations may
in fact used by the brain in object perception (Haxby et al., 2001; O'Toole
et al., 2005; Cichy et al., 2012), rather than being purely epiphenomenal
effects (Reddy and Kanwisher, 2007; Williams et al., 2007; de-Wit et al.,
2016). Second, our results support the idea that high-level ventral visual
cortex represents objects according to a multitude of properties simul-
taneously, such as the ones investigated here as well as size (Konkle and
Oliva, 2012), material (Hiramatsu et al., 2011), category (Reddy and
Kanwisher, 2006), function (Mahon et al., 2007), eccentricity (Hasson
et al., 2002) and retinal location (Schwarzlose et al., 2008). All those
properties might be organized in overlapping feature maps (Op de Beeck
et al., 2008a).
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4.3. Visual representations underlying perceived similarity emerge rapidly

A previous study investigated the temporal emergence of represen-
tations underlying perceived similarity for synthetics stimuli consisting
of arranged Gabor patches using MEG (Wardle et al., 2016). Our results
concur with Wardle at al. in that representations underlying perceived
similarity emerge rapidly, with peaks below 200ms. Our results go
beyond this previous work in two ways. First, we clarified the temporal
emergence of representations underlying perceived similarity for
real-world object images, thus probing the visual system with stimulus
material that is closer to real-world experience. Second, by distinguishing
between pertinent object dimensions when assessing perceived similar-
ity, we demonstrated that the timing with which neural representations
underlying perceived similarity depends on the object dimension.
Together, our results illuminate the rapid timing with which neural
representations underlying perceived similarity emerge in the human
brain.

4.4. The role of supra-category membership in mediating the link between
brain activity and perceived similarity

While our results in general are consistent with the notion that supra-
category membership partly mediates the link between perceived simi-
larity and brain activity (Mur et al., 2013), our fMRI and MEG-based
results yield a more complex picture. In the fMRI results,
supra-category membership had a prominent role in accounting for the
brain-perceived similarity link, only leaving the perceived similarity by
shape unexplained. In contrast, in the MEG results, accounting for
supra-category membership did not abolish the link for any object
dimension, suggesting a much more modest mediating role for category
membership.

There are several ways in which this divergence in results can be
explained. One possibility is that fMRI signals in ventral visual cortex
might more strongly reflect category membership than MEG signals
originating from this region. Consequently, accounting for category
membership might more strongly affect fMRI than MEG measurements.
Interestingly, a recent study revealed a discrepancy between MEG and
fMRI results consistent with this hypothesis (Proklova et al., 2017).
Proklova et al. (2017) reported that when animate and inanimate stimuli
are matched perceptually, brain responses to those stimuli in high-level
ventral visual cortex measured with fMRI reflected the categorical
divide, whereas MEG patterns did not. Another possibility is that MEG
and fMRI in this study predominantly reflect different neuronal sources,
e.g. different brain regions (Agam et al., 2011). As the fMRI results
indicate mainly high level ventral visual cortex as the source of neuronal
representations underlying similarity judgements, this would suggest
that fMRI might be blind to the source of the signals dominating MEG
here. Future studies are required to answer these open questions.

4.5. A deep neural network trained on object categorization does not fully
account for the brain-perceived similarity link

DNNs trained on object categorization are currently the best pre-
dictors of brain activity (Khaligh-Razavi and Kriegeskorte, 2014; Yamins
et al., 2014; Güçlü and Gerven, 2015; Cichy et al., 2016a) and perceived
similarity (Kubilius et al., 2016; Peterson et al., 2016). This prompts the
question whether such a DNN can explain the link between perceived
similarity and brain activity. Our results indicate that it can do so only
partly, further highlighting the gap between DNNs and the human brain
(Kriegeskorte, 2015; Yamins and DiCarlo, 2016; Kietzmann et al., 2017).
Two ways in which perceived similarity judgments could be used to
narrow this gap have been proposed. For one, transformations to the
DNN representations may increase the fit to perceived similarity
(Peterson et al., 2016) and neural representations (Khaligh-Razavi et al.,
2017). Another possibility is to improve DNNs as models of human
cognition or neural visual representations by directly influencing their
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training procedure to better approximate perceived similarity by
so-called representational transfer learning (McClure and Kriegeskorte,
2016). Perceived similarity judgments of object shape – the dimension
for which the brain-perceived similarity relation remained unaccounted
for by DNNs – is a particularly fruitful candidate.

4.6. The link between brain activity and perceived similarity as an index of
behavioral relevance

Perceived similarity is arguably fundamental to categorization
behavior: if two objects look alike, they are likely to be categorized
similarly and thus afford similar behavior. (Rosch et al., 1976; Nosofsky,
1984; Tversky and Hemenway, 1984; Shepard, 1987; Ashby and Perrin,
1988). This suggests that neural representations that account for
perceived similarity are suitable to be read out by the brain in catego-
rization and thus to guide adaptive behavior.

Our results suggest that this hypothesis might hold across varying
contexts and consistent across participants. In our analyses the link be-
tween perceived similarity and brain activity was established across
different task contexts (target detection in brain imaging and similarity
ratings in behavior), this strongly suggests that the identified represen-
tations underlie perceived similarity and may thus guide behavior in
other task contexts as well (Bracci et al., 2017; Kay and Yeatman, 2017).
Furthermore, the identified neural activity likely generalizes across
subjects, as participants differed across experiments.

However, as the link between neural activity and behavior via simi-
larity ratings is indirect, future studies that directly compare binary
classification tasks (Newsome et al., 1989; Britten et al., 1996; Thorpe
et al., 1996; Grill-Spector et al., 2000; VanRullen and Thorpe, 2001;
Philiastides and Sajda, 2006; Williams et al., 2007; Ratcliff et al., 2009;
Carlson et al., 2013b; Ritchie et al., 2015) with perceived similarity
ratings and their respective link to behavior are necessary. Further, as
task impacts object representations in occipitotemporal and parietal
cortex (Çukur et al., 2013; Harel et al., 2014; Erez and Duncan, 2015;
Bracci et al., 2017; Hebart et al., 2018; Nastase et al., 2017; Vazir-
i-Pashkam and Xu, 2017), an experimental setup in which participants
perform perceived similarity judgments during brain imaging might
reveal task-specific representations missed here. Future experiments that
tackle the complex experimental challenges of such a complex experi-
mental setup (Woolgar et al., 2014; Bankson et al., 2018) are needed.

4.7. Dissociations between factors accounting for perceived similarity and
brain patterns

A recent study relating perceived similarity, brain data and other
models found a dissociation between the factors function and DNN fea-
tures in their contribution to perceived similarity and brain representa-
tions: while function best explained perceived scene similarity, DNN
features best accounted for neural activity in scene-selective cortex
(Groen et al., 2018). Our results concur with Groen et al. (2018) in that
function accounted for most variance in perceived similarity of objects
(Supplementary Fig. 1) but diverge in that the DNN features did not best
account for neural activity, but rather shape judgments. How is this
divergence to be explained? Note that Groen at el. did not assess
perceived similarity of shape, and thus it is an open question whether
perceived similarity by shape would explain their data as good as DNN
features. Similarly, we assessed function by perceived similarity, whereas
Groen et al. (2018) used a function model based on human assigned la-
bels of action. Further research is required to assess the role of factors
such as shape and function when operationalized in different ways.

Last, please note that the finding of function accounting for most
variance in perceived similarity ratings in our study must interpreted
with care, as it is at least in part likely due to the nature of the stimulus
set. Each stimulus was from a different category and given that function is
strongly related to category (Greene et al., 2016) this might have biased
participants to strongly rely on function in their ratings. For other
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stimulus sets this might not be so: e.g. for a stimulus set consisting of
exemplars from only one category the role of function in the free
arrangement should be much reduced. Further research controlling for
category membership and function are necessary to answer these open
questions. One particular interesting approach could be the use of a
stimulus set consisting of artificial shapes that does not have an a priori
structure in terms of real-world categories or functions.
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